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Ring current modeling in a realistic magnetic field configuration
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Abstract. A 3-dimensional kinetic model has been developed to
study the dynamics of the storm time ring current in a dipole
magnetic field. In this paper, the ring current model is extended
to include a realistic, time-varying magnetic field model. The
magnetic field is expressed as the cross product of the gradients
of two Euler potentials and the bounce-averaged particle drifts
are calculated in the Euler potential coordinates. A dipolarization
event is modeled by collapsing a tail-like magnetosphere to a
dipole-like configuration. Our model is able to simulate the
sudden enhancements in the ring current ion fluxes and the
corresponding ionospheric precipitation during the substorm
expansion.

Introduction

This work is an extension of our previous study in ring current
modeling. We have developed a 3-dimensional (in configuration
space) model that solves the kinetic equation of the distribution
functions of ring current ion species, considering arbitrary pitch
angle distribution (PAD) and losses along drift paths. The
magnetic field was assumed to be a dipole. The model has been
used to simulate the recovery phase of a great storm [Fok et al.,

1995] and the main phase of a moderate storm [Fok et al., 1996]..

The calculated ion fluxes, in general, agreed well with the
measurements from the AMPTE/CCE (Active Magnetospheric
Particle Tracer Explorers/Charge Composition Explorer) satellite.
However, with the assumption of a dipole field, the model is
valid only in the inner magnetosphere (L $7), where the magnetic
field is not much different from a dipole. Moreover, a constant
magnetic field cannot be applied to simulate the rapid varying
substorm dynamics, but a time-dependent model is necessary.
Earlier work has been done in modeling the ring current in a
non-dipolar magnetic field. The model employed by Chen et al.
[1994] is a superposition of a uniform southward field (AB =
14.474 nT) to a magnetic dipole. Their model is a bit more
realistic than a pure dipole field and it contains a quasi-
magnetopause at the boundary between closed and open field
lines. Takahashi and Iyemori [1989] calculated the particle
trajectories in a magnetic field model of Mead-Fairfield and
found day-night asymmetry in the flow patterns due to the
asymmetry in the gradient and curvature drifts. The Rice
Convection Model (RCM) [Harel et al., 1981] used the analytic
magnetic field model of Olson and Pfitzer [1974]. In order to
simulate the substorm associated magnetic field variations, the
magnetic field produced by a time-varying "substorm current
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loop" was added to the Olson and Pfitzer model. In RCM, the
bounce-averaged drifts were calculated with the assumption that
the particle PAD is isotropic. In this paper, our ring current
model is extended to include a realistic, activity-dependent
magnetic field model, more specifically, the Tsyganenko 89
model [Tsyganenko, 1989]. The storm on May 2, 1986, which
has been studied previously [Fok et al., 1996], is simulated using
our improved model. In the following, the derivation of the
bounce-averaged drift of particles with arbitrary pitch angles, in
an arbitrary magnetic field configuration, will be given. We will
then present the results of ion flux enhancements and the
corresponding precipitation at the ionosphere as we model a
dipolarization event.

Bounce-averaged Drift in Euler Potential
Coordinates

Northrop [1963] has shown that the bounce-averaged drift of a
charge particle in a magnetic field can be represented by the
velocities in the Euler potential coordinates, (¢, f), as:

D M

where H is defined as:

H=1[p2c? +m2c* +q® +qadp/or )

where @ is the cross-tail potential. ¢ and S are chosen such that
vector potential A=aVB and B=VaxVB. These Euler
potentials are used to specify a field line, therefore they have to
be constant along the line of force.

In finding an appropriate set of (e, B), it is convenient to first
choose two general coordinates, C; and C,, which are also
constants along a field line and can be used to specify that field
line, but C;VC, is not equal to A. The lines of force are thus the
intersections of two families of surfaces given by C; = constant
and C, = constant. Let us define a quantity &, such that

£ =B/|lVC, xVG,| 3)

Northrop [1963] has shown that & is a constant along a field line,
and o and f can be obtained by letting = C,, «is then given by
o= [£dC;. In this study, we take Cy = 4, Cp = ¢, in which 4;
and ¢; are the magnetic latitude and magnetic local time,
respectively, of the ionospheric foot point of the field line. In
other words, the ionospheric foot point is used to label a field line
instead of the equatorial crossing point. As the magnetosphere is
compressed or expanded in response to the solar wind and/or
internal instabilities, the equatorial crossing of a field line at a
particular local time is no longer a constant. However, field lines
can be regarded as rooted at the ionosphere, where the magnetic
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variation is very small. Thus it is more convenient to identify a
field line by its foot point in the ionosphere. If the magnetic field
is assumed to be a pure dipole in the ionosphere, & is found equal
to Mgsin2A; /r;, where Mg is the Earth's magnetic dipole moment;
r; is the radial distance of the ionospheric foot point of a field
line. In this study, 7; = 1.126 earth radii (~ 800 km altitude) has
been chosen. The derivation of & is given in the Appendix. With
& given as above, o can be easily found by integrating & over 4;
and has the expression:

a=—Mgcos2i; [2r; o))

Considering the rotation of the Earth and assuming that the
rotation axis is aligned with the magnetic axis, the last term in the
expression of H in (2) is given by:

qadp[odt=qod¢; [dt=qog2 ®)
where €2 is the angular velocity of the rotation of the Earth. H
thus can be rewritten as:

H=4[p%c? +m2c* +q®+qoQ (6)

In calchlating the particle drift from (1), the three terms in H
correspond to the gradient-curvature drift, the electric drift due to
the cross-tail potential, and the corotation with the Earth. The
compression and expansion of the magnetosphere during
substorms do not yield any non-zero value of d¢;/d¢ because we
have assumed that the ionospheric foot points of field lines are
unchanged due to substorm activities. The substorm induced
electric field and the resulting bounce-averaged drift are treated
implicitly by continuously changing the gradient-curvature drift
according to the instantaneous magnetic configuration. At the
same time, the mapping of particle distribution from the
ionospheric grids to the magnetosphere is adjusted
correspondingly.

The bounce-averaged drifts in (1) can be written in terms of 4;
and ¢;. Since a is independent of ¢;, we have

J 12

0 =Et?_l,-’ a=EA, )

The bounce-averaged drift in (4;, ¢) coordinates is thus:

: 1 oH . 1 oH
(’1i>=—E3—¢;‘» (¢i)=E3_/li ®)

As shown in (6) and (8), the bounce-averaged magnetic drift can
be calculated if the variations of the particle momentum (p) in the
Euler potential coordinates are given. However, in our model,
particles are identified by their adiabatic invariants: M
(relativistic magnetic moment) and K (K= J/wISmOM ). Our
next task is to calculate p for given M and K. For a particular K
value and a field line of the Tsyganenko model specified by 4;
and ¢, the magnetic field at the rmrror point, B,,, can be obtained

by
K=J/[8mg = [ (B,~B)" 2ds ©)

Solving (9) for B,, is not trivial. It requires field line tracing and
integration, and numerical technique to solve an implicit
function. Once B, (4;,9;,K) is calculated, p can be easily
found as follows:

M=p? [2m B=p?[2m B,

p2(A;,¢;,M,K)=2m,B,M

(10)
an
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With the bounce-averaged drift given by (8), the temporal
variation of a ring current species can be calculated by solving
the following kinetic equation:

%‘f"*(’ii);]—;i"'(‘i’i)a

where f, =f.(t,A;,0;,M,K), is the average distribution
function on the uund line between mirror puuua
section for charge exchange of species s with the neutral
hydrogen and ny is the hydrogen density. 7, is the bounce
period. The second term on the right hand side of (12) is applied
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only to particles with pitch angle inside the loss cone, which is

defined at 800 km. In this study, only loss due to charge
exchange with the neutral hydrogen and loss at the loss cone are
considered.
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Enhancement in Equa_tbrial and Precipitation
Fluxes During Dipolarization

We have previously simulated a series of substorm events by
adding to the particle drift velocity the induced electric drift [Fok
et al., 1996]. However, the gradient-curvature drifts were
calculated in a constant dipole field. The problem will be
revisited with the realistic, time-dependent magnetic
configuration and the correspondmg drifts. The main phase of
the magnetic storm on May 2, 1986 is modeled. As in Fok et al.
[1996], the Tsyganenko model [Tsyganenko, 1989, EXT89AE
routine] is employed to simulate the shape of the magnetosphere

associated with six levels of the AE mdex Figure 1 wh1ch is
essentially the lower panel of Figure 5 in Fok et al. [1996], plots
the simulated levels of the Tsyganenko model as a function of
UT on May 2, 1986.

The ring current H* fluxes are calculated during the storm.
The initial fluxes are given by the quiet time measurements by
AMPTE/CCE [Sheldon and Hamilton, 1993)]. The instantaneous
boundary fluxes near the nightside geosynchronous orbit are
obtained by interpolation in time of measurements from two CCE
orbits at 0800 and 2400 UT. The pitch angle-averaged
differential fluxes at the equator at a substorm onset (marked as
() in Figure 1) and at the end of the expansion phase (marked as
(b) in Figure 1) are displayed in Plate 1. Ions with energies of 1—
5, 5-40 and 40-300 keV are represented by red, green and blue,
respectively. The color bars show. the intensity levels of the
fluxes. White color in the plot indicates that the mean fluxes in
all three energy ranges are over 5x104 cm—2s—lsr—lkeV-1,

Plate 1 exhibits a typical spatial distribution of the ring current
ion energy spectra during the active period. Low and medium
energy ions are injected from the tail (yellow region on the

Tsyganenko level
— KI\) W H L O

0 3 6 9 12 15 18
UT (Hour)

Figure 1. Simulated levels of Tsyganenko model (EXTS89AE) on
May 2, 1986. The two times at which equatorial and precipitating
fluxes will be shown in Plates 1 and 2 are marked as (a) and (b).
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Plate 1, 2. Plate 1: equatorial H* fluxes (cm2s"'sr'keV-!) and Plate 2: precipitating H* fluxes (cm2s~keV-1) at (a) substorm onset,
and (b) at the end of the expansion phase. Ions with energies 1-5, 5-40 and 40-300 keV are represented in red, green and blue,
respectively. The color bars indicate the minimum and maximum flux levels shown in the plates.

nightside). Corotation moves low energy ions to the dayside
through dawn (red region in the prenoon sector). Westward
gradient-curvature drift dominates the motion of ions with higher
energies and they reach the dayside through dusk (blue region
across dusk and in the postnoon sector). The blue tear drop shape
area represents the region dominated only by high energy (40—
300 keV) ions. This is the region of closed drift path for low
energy ions. Therefore, in this inner part of the magnetosphere,
the charge exchange loss of low energy ions cannot be
compensated by injection from the tail.

In Plate 1, the outer bound of the model threads through field
lines to the ionosphere at 65.4° latitude, while the inner boundary
corresponds to 41.4° at the ionosphere. At the substorm onset
(Plate 1a), the magnetosphere is expanded corresponding to
Tsyganenko level 6. In 12 minutes, the magnetosphere collapses
to a lower level of 3.2 (Plate 1b). At that moment, strong ion
fluxes are seen on the nightside at 4-6 earth radii (white and light
yellow fringe). This sudden enhancement in the nightside ion
fluxes is a consequence of particle energization during substorm
expansion. The energy (or momentum) of a particle gyrating
along a stretched field line will increase when the field line
relaxes to more dipole-like, in order to conserve the first and
second adiabatic invariants. The increase in p will increase the
differential flux, j; (j; = p2fs), since f; is a Liouville-invariant
quantity.

Under the assumption of constant flux along a field line, we
are able to calculate ion fluxes at any location in the

magnetosphere. The pitch angle-integrated precipitating fluxes
(in cm—2s-1keV-1) at 800 km before and after the substorm
expansion are calculated and plotted in Plate 2. Fluxes are
displayed as a function of latitude and magnetic local time with
the sun to the left. As in Plate 1, ions at low, medium and high
energies are represented by red, green and blue, respectively.
The H* precipitation shown in Plate 2 is basically an inside out
mapping of the equatorial fluxes displayed in Plate 1. However,
the precipitation intensity shows a stronger day-night asymmetry
than the fluxes at the equator. The precipitation on the nightside
is stronger because the nightside earthward convection
continuously pushes particles toward the loss cone by
transporting them to lower L shells and lowering the mirror point
altitudes. Similar to the case of particle energy, the pitch angle of
an ion encircling a field line varies when the field line is
elongating or collapsing. During substorm growth phase,
particles bounce along extending field lines and thus mirror at
high altitudes. As a consequence, the precipitation to the
ionosphere is weakened. At the end of the growth phase (Plate
2a), precipitation is found only in a narrow range of latitude. In
contrast, during field line relaxation, the pitch angles of ions
decrease, as well as the mirror altitudes. As shown in Plate 2b,
the region of precipitation extends poleward at the end of the
expansion phase. In fact, dipolarization events have been found
to be closely connected with sudden enhancements in
precipitating ion and electron fluxes at the ionosphere [Shepherd
et al., 1980]. The calculated precipitating fluxes in Plate 2 are in
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the order of 105 cm2slkeV-l. With a mean energy
approximately 30 keV, the differential energy flux is about 100
eV/(cm?-s-sr-eV). Both the predicted particle and energy
precipitating fluxes are consistent with measurements at active
times by the DMSP satellites [e.g., Sanchez et al., 1996].

Discussion and Conclusions

We have simulated the variations of the ring current H* fluxes

and the corresponding precipitation during a dlpolanzatlon event,
in a realisiic, time-varying magnetic fieid model. The sudden
increases in both equatorial and ionospheric ion fluxes are
reproduced, as well as the poleward expansion of the ion aurora,
In the particular case we have modeled, the Tsyganenko magnetic
field level drops from 6 to 3.2. In a complete collapse of the
magnetosphere (from level 6 to level 1), particle flux
enhancements should be more pronounced than those shown in
Plates 1 and 2.

It has been a long-standing controversial issue of the relative
efficiency between storms and substorms in ring current
formation [e.g., Gonzalez et al., 1994]. From the results of this
study, it is tempting to conclude that the induced electric fields
associated with dipolarization are crucially important in the
injection of the ring current. However, new observational
[Iyemori and Rao, 1996] and modeling [Wolf et al., 1997] studies
have shown that substorm expansion has little effect on ring
current intensification. We have previously shown [Fok et al.,
1996] that the decrease of the total electric field during the
growth phases between a series of substorm dipolarizations, can
outweigh the effects of the increased fields during the
dipolarizations. As a result, a more robust ring current was
actually produced when the substorm dipolarizations were
omitted from the simulation. As in the present study, however,
boundary condition at the nightside was obtained by interpolation
of AMPTE/CCE measurements every 16 hours. These
"averaged" fluxes cannot fully represent the substantial flux
dropout during the growth phase [Sauvaud et al., 1996] and the
enhanced particle injection during the rapid expansion phase. In
future work, a substorm phase-dependent outer boundary
condition will be implemented to better connect the dynamics of
the mid-tail to the inner magnetosphere. A more definitive
assessment of the relative importance of induced and convective
electric fields can then be given.

Even though this work is a big leap forward of our effort in
ring current modeling that includes a realistic magnetic field
model, we still have not treated the electric and magnetic fields
self-consistently. In future, we plan to develop a comprehensive
ring current model, which solves a complete set of physical
equations self-consistently, by coupling our model, the Rice
Convection Model, and a friction-code algorithm.

In conclusion, we have modeled the distribution of the ring
current ions of arbitrary pitch angle distribution in a realistic,
activity-dependent magnetic field configuration. Our improved
model is able to simulate the enhancements in the ring current ion
fluxes and the associated ion precipitation in the ionosphere
during a dipolarization event.

Appendix: The Derivation of £

As shown in (3),

= B/|VA; x V¢, (A1)

& is constant along a field line, therefore it can be evaluated at
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any point on the line of force. It is convenient to calculate & at
the ionosphere where a dipole field is assumed. In a dipolar

ionosphere, A; and B are given by:

A;=cos7\(\[r;[rsin6), B=Mg(3cos?0+1)112[r3  (A2)
where r; is the radial distance of the ionosphere; r and 6 are the
radial distance and polar angle of the spherical coordinates.
Combining (A1) and (A2), we have

o \/I+’%c0529 [ r;
xVoi|=

- and
2r2sin@ \r-r;sin260

[VA; x (A3)
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